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𝐵𝑖𝑎𝑠

𝑠𝑑
= ∑

12

𝑖𝑠=1

(𝛼̂.,𝑖𝑠
𝐸𝑆𝑇

− 𝛼̂.,𝑖𝑠) ∑

12

𝑖𝑠=1

√(400 − 1)−1 ∑

400

𝜁=1

(𝛼̂𝜁,𝑖𝑠
𝐸𝑆𝑇

− 𝛼̂.,𝑖𝑠
𝐸𝑆𝑇

)2⁄   , 

 
𝐵𝑖𝑎𝑠

𝑠𝑒
= 𝐵𝑖𝑎𝑠 (20𝑠𝑑⁄ )  , 

where 𝜁 indexes the Monte Carlo samples, 𝑖 denotes an area from a group of areas 

of sample size 𝑠, 𝛼̂.,𝑖𝑠 = (400)−1 ∑400
𝜁=1 𝛼̂𝜁,𝑖𝑠 is the average of the Monte Carlo 

prediction error estimators, 𝛼̂.,𝑖𝑠
𝐸𝑆𝑇 = (400)−1 ∑400

𝜁=1 𝛼̂𝜁,𝑖𝑠
𝐸𝑆𝑇 is the average of the 

bootstrap prediction MSE estimators, and 𝛼̂𝐸𝑆𝑇 ∈ {𝛼̂∗, 𝛼̂𝑇
∗∗, 𝛼̂𝐶

∗∗} is the bootstrap 

estimator for an area. The estimated prediction MSEs have CVs of about 

40%, 32% and 22% for 200 bootstrap samples for sample sizes 2, 10, and 40, 

respectively.  

In all cases the telescoping double bootstrap, denoted with a subscript T, has 

lower MSE than the classic double bootstrap, denoted with a subscript C. The 

estimators 𝛼̂𝑇
∗∗ and 𝛼̂𝐶

∗∗ have the same bias if the bound (17) is not used. The 

double bootstrap reduces the absolute value of the bias for all the sample sizes. 

However, the absolute bias of the double bootstrap is about 6% of the true value 

for sample size 2.  

Table 2.  Monte Carlo properties of prediction MSE estimators  

 (𝐵1 = 200, 𝐵2 = 1 and 400 MC samples, variances multiplied by 103) 

 Size   Measure 𝛼̂∗  𝛼̂𝑇
∗∗   𝛼̂𝐶

∗∗  

2  𝑉(𝜃 − 𝜃) 

RelBias 

𝐶𝑉(𝛼̂) 

Bias/sd 

Bias/se 

 10.723  

 -0.143  

  0.403  

 -0.355  

 -7.097  

 10.723  

 -0.058  

  0.456  

 -0.127  

 -2.537  

 10.723 

 -0.062  

  0.477 

 -0.130  

 -2.609 

10  𝑉(𝜃 − 𝜃) 
RelBias 

𝐶𝑉(𝛼̂) 

Bias/sd 

Bias/se 

  7.758  

 -0.133 

  0.318  

 -0.417  

 -8.336  

  7.758  

 -0.032  

  0.365  

 -0.087  

 -1.738  

  7.758 

 -0.039 

  0.385 

 -0.102 

 -2.034 

40 𝑉(𝜃̂ − 𝜃) 

RelBias 

𝐶𝑉(𝛼̂) 

Bias/sd 

Bias/se 

  3.721  

 -0.082  

  0.222  

 -0.372  

 -7.430  

  3.721  

  0.016  

  0.260  

  0.062  

  1.249  

  3.721 

  0.009 

  0.286 

  0.032 

  0.636 

The variance of an estimator of the prediction MSE has two components. The 

first, that we call between, is the variance one would obtain if one used an infinite 

number of bootstrap samples. The second, that we call within, is the variability 

due to the fact that our set of bootstrap samples is a sample of samples.  
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we plot the MRAE and MRSE based on the overall simulation study. Table 3 shows

a more detailed result when the vi’s are drawn according to equation (5.2). From

Table 3 we can compare the performance of the two prediction methods for outlying

areas (random effects drawn from N(0,52)) and non-outlying areas (random effects

drawn from N(0,12)), separately. The simulation results indicate that the proposed

method tends to perform better than the Fay-Herriot method when the possibility of

the presence of outliers is high, and performs similarly otherwise.

Table 2: Comparison of the methods based on the simulated MSE and MAE of
prediction. The results are based on 100 simulated data sets

m=100 m=500 m=1000
Scenario Proposed FH Proposed FH Proposed FH

(5.1) Normal
MSE 0.72 0.71 0.69 0.69 0.68 0.68
MAE 0.67 0.67 0.66 0.66 0.66 0.65

(5.2) Mixture
MSE 1.48 1.75 1.49 1.81 1.30 1.87
MAE 0.86 1.01 0.85 0.98 0.84 1.04

(5.3) t3
MSE 1.14 1.27 1.01 1.20 1.14 1.30
MAE 0.83 0.84 0.79 0.81 0.80 0.84
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Figure 4: (a) The mean relative squared error (MRSE) and (b) the mean relative
absolute error (MRAE) based on 100 simulated data sets; A dotted line for the Fay-
Herriot method and a solid line for the proposed method.
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Table 3: Comparison of the methods based on the simulated MSE, MAE, MRSE
and MRAE of prediction. The results are based on 100 simulated data sets. The
performance of the methods is compared separately for outlying and non-outlying
areas based on the simulation design.

Scenario (5.2) Mixture
m=100 m=500 m=1000

Proposed FH Proposed FH Proposed FH

MSE
A1 = 12 0.90 1.26 0.80 1.06 0.80 1.32
A2 = 52 3.39 3.69 4.25 4.80 3.28 4.03

MAE
A1 = 12 0.73 0.88 0.69 0.82 0.70 0.91
A2 = 52 1.43 1.47 1.49 1.61 1.39 1.59

100×MRSE
A1 = 12 0.10 0.14 0.09 0.12 0.09 0.15
A2 = 52 0.43 0.50 0.53 0.56 0.44 0.61

10×MRAE
A1 = 12 0.25 0.30 0.23 0.27 0.24 0.30
A2 = 52 0.50 0.52 0.51 0.54 0.49 0.57

6. Discussion

In this paper, we propose a robust alternative to the Fay-Herriot model. The pro-

posed hierarchical Bayesian estimation procedure is straightforward. Another ro-

bust alternative is a t-distribution for the random effects, which requires information

regarding the degrees of freedom. Xie et al. (2007) proposed a method to estimate

the degrees of freedom. However, Bell and Huang pointed out that only a very lim-

ited information could be extracted from the data regarding the degrees of freedom

parameter. We propose a method based on non-informative priors for the param-

eters. We provide sufficient conditions for the propriety of the resulting posterior

distributions.

Model-based small area estimates depend on the accuracy of the underlying model

assumptions. Larger values of the area specific random effects may be caused by

a poor choice of the linking model or the lack of predictive quality of the auxil-

iary variables. If the model-based estimates of the area specific random effects are

significantly larger for some areas compared to the other areas, it is probably mean-

ingful to retain the direct estimates instead of the model-based estimates for those

areas to avoid possible inaccuracy. Nevertheless, we should be cautious in this rec-

ommendation if there is any indication that the sampling variance is underestimated.
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Datta and Lahiri (1995) recommended heavy-tailed priors for random effects by

emphasizing the fact that estimators obtained by using these priors were similar

to direct estimators for the areas with extreme observations. However, the estima-

tors for non-outlying areas should shrink direct estimators more towards synthetic

estimators. Also, the magnitude of this shrinkage may depend on the quality of

the auxiliary information. While for an outlying observation our model limits the

shrinkage of the Bayes predictor to the synthetic estimator, for non-outlying ob-

servations it enables the Bayes predictors to retain the shrinkage to the synthetic

estimator when the regression model provides a good fit.
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Appendix

Gibbs sampling for the proposed model

In order to apply our model, we use Gibbs sampling. We derive the set of full

conditional distributions from the posterior joint density of θ = (θ1, . . . ,θm)
T , β =

(β1, . . . ,βr)
T , δ = (δ1, . . . ,δm)

T , A1, A2 and p, which is given by

π(θ ,β ,A1,A2,δ , p|y) ∝

{
m

∏
i=1

exp
{
−(yi−θi)

2

2Di

}} m

∏
i=1

[
pδi(1− p)1−δi

{
1√
A1
× exp

{
−(θi− xT

i β )2

2A1

}}δi

×
{

1√
A2
× exp

{
−(θi− xT

i β )2

2A2

}}1−δi ]
×A−α1

1 A−α2
2 × I(0 < A1 < A2). (6.1)

From (6.1), we get the following full conditional distributions:

(I) θi|β ,A1,A2,δ , p,y ind∼ N
(DixT

i β +A2−δiyi

Di +A2−δi

,
DiA2−δi

Di +A2−δi

)
, i = 1, . . . ,m;

(II) β |θ ,A1,A2,δ , p,y∼ N
(

G−1
[

m
∑

i=1
A−1

2−δi
xiθi

]
,G−1

)
, where G is given by

m
∑

i=1
A−1

2−δi
xixT

i ;

(III) p|θ ,β ,A1,A2,δ ,y∼ Beta
(

m
∑

i=1
δi +1,m−

m
∑

i=1
δi +1

)
;

(IV) A1|A2,θ ,β ,δ , p,y has the pdf f1(A1), where,

f1(A1) ∝ A−(α1+∑
m
i=1

δi
2 )

1 exp
{
−

m
∑

i=1

δi(θi− xT
i β )2

2A1

}
I(A1 < A2),

(V) A2|A1,θ ,β ,δ , p,y has the pdf f2(A2), where,

f2(A2) ∝ A−(α2+∑
m
i=1

(1−δi)
2 )

2 exp
{
−

m
∑

i=1

(1−δi)(θi− xT
i β )2

2A2

}
I(A1 < A2),

(VI) For i = 1, . . . ,m, δi|θ ,β ,A1,A2, p,y are independent with

P(δi = 1|θ ,β , p,y) =

p√
A1

exp
{
− (θi−xT

i β )2

2A1

}
p√
A1

exp
{
− (θi−xT

i β )2

2A1

}
+ (1−p)√

A2
exp
{
− (θi−xT

i β )2

2A2

} .
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Our goal is to estimate θi, i.e., small area mean for the ith area, i = 1, . . . ,m. We

implement Gibbs sampling using the conditional distributions (I)−(VI) in order to

find posterior means and standard deviations of θi’s. Conditional distribution (IV)

and (V) may not have always admit a closed form expression.

Proof of Theorem 2.1

Note that under the mixture model, the likelihood function of the model parameters

β , A1, A2 and p based on the marginal distribution of y1, . . . ,ym is given by

L(β ,A1,A2, p) =C×
m

∏
i=1

[
p

(A1 +Di)
1
2

e
−
(yi− xT

i β )2

2(A1 +Di) +
(1− p)

(A2 +Di)
1
2

e
−
(yi− xT

i β )2

2(A2 +Di)
]
,

(6.2)

where C is a generic positive constant not depending on the model parameters.

Suppose for 0 < a < b < ∞ we have a ≤ Di ≤ b, i = 1, . . . ,m. Since (A1 + b) ≥
(A1 +Di)≥ (a/b)(A1 +b), (A2 +b)≥ (A2 +Di)≥ (a/b)(A2 +b), from (6.2)

L(β ,A1,A2, p)≤C×
m

∏
i=1

[
p

(A1 +b)
1
2

e
−
(yi− xT

i β )2

2(A1 +b) +
(1− p)

(A2 +b)
1
2

e
−
(yi− xT

i β )2

2(A2 +b)
]
.

(6.3)

For k = 0,1, · · · ,m, let Pk = {S
(k)
1 ,S(k)2 } be an arbitrary partition of {1,2, · · · ,m},

where S(k)1 has k elements and S(k)2 has m− k = l(say) elements. Let Pk denote all(m
k

)
collections of {S(k)1 ,S(k)2 }. Then, expanding the product of the right hand side

of (6.3), we get

L(β ,A1,A2, p)≤C
m

∑
k=0

∑
Pk∈Pk

pk(1− p)m−ke
−∑

i∈S(k)1

(yi− xT
i β )2

2(A1 +b)
−∑

i∈S(k)2

(yi− xT
i β )2

2(A2 +b)

(A1 +b)
k
2 (A2 +b)

m−k
2

.

(6.4)

To show propriety of the posterior density, we show integrability of each of the 2m

summands on the right hand side of (6.4) with respect to the prior given in (2.2).

We first consider the case k = 0. Here P0 has one element and S(0) is a null set. Let
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Q(y) = yT [I−X(XT X)−1XT ]y. In this case, the integral I(0) of the term is

I(0) = C
∫

∞

0

∫
Rr

∫ A2

0

∫ 1

0
(1− p)md p

dA1

Aα1
1

A−α2
2

(A2 +b)−
m
2

e
−∑

m
i=1

(yi− xT
i β )2

2(A2 +b) dβdA2

= C
∫

∞

0
A1−α1−α2

2 (A2 +b)−
m
2 e−

1
2

Q(y)
A2+b dA2 (since α1 < 1)

≤ C
∫

∞

0
A1−α1−α2

2 (A2 +b)−
m−r

2 dA2 < ∞, (6.5)

if and only if 2−α1−α2 > 0 and 1−α1−α2− m−r
2 <−1, which are equivalent

to the conditions outlined in Theorem 2.1.

For the case k = m, again there is one term in Pm and the resulting integral, pro-

ceeding as in I(0), is bounded above by

C
∫

∞

0
A−α1

1 (A1 +b)−
m−r

2

∫
∞

A1

A−α2
2 dA2dA1

= C
∫

∞

0
A1−α1−α2

1 (A1 +b)−
m−r

2 dA1 (since α2 > 1)< ∞, (6.6)

under the conditions of the theorem.

Now consider a case where 1≤ k≤m−1. Let S(k)1 be a set of indices {i1, . . . , ik} and

let S(k)2 = { j1, . . . , jl} = {1,2, · · · ,m} \ S(k)1 . Let us define, M1 = (xi1 , . . . ,xik)
T and

M2 = (x j1 , . . . ,x jl )
T . Suppose g = rank(M1). If g > 0, suppose B≡ {α1, . . . ,αg} ⊂

{i1, . . . , ik}, so that
{

xα1 , . . . ,xαg

}
is linearly independent. If g = 0, the set B is

empty. Suppose {γ1, . . . ,γr−g}⊂ { j1, . . . , jl} such that
{

xα1 , . . . ,xαg ,xγ1 , . . . ,xγr−g

}
is

linearly independent. Let us define the r×r matrix F =
(
xα1 , . . . ,xαg ,xγ1 , . . . ,xγr−g

)T ,

which is non-singular. Consider the non-singular linear transformation of β by

φ = Fβ . With these developments, the integral of the term identified by {S(k)1 ,S(k)2 }
in the right hand side of (6.4) with respect to the prior π(β ,A1,A2, p) is bounded

above by a positive generic constant C times

∫
∞

0

∫
∞

A1

∫
Rr

A−α1
1 A−α2

2 e
−∑

i∈S(k)1

(yi− xT
i β )2

2(A1 +b)
−∑

i∈S(k)2

(yi− xT
i β )2

2(A2 +b)

(A1 +b)
k
2 (A2 +b)

l
2

dβdA2dA1
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≤
∫

∞

0

∫
∞

A1

∫
Rr

A−α1
1 A−α2

2 e
−∑

g
u=1

(yαu− xT
αu

β )2

2(A1 +b)
−∑

r−g
t=1

(yγt − xT
γt

β )2

2(A2 +b)

(A1 +b)
k
2 (A2 +b)

l
2

dβdA2dA1

=
∫

∞

0

∫
∞

A1

∫
Rr

A−α1
1 A−α2

2 e
−∑

g
u=1

(yαu−φu)
2

2(A1 +b)
−∑

r−g
t=1

(yγt −φg+t)
2

2(A2 +b)

(A1 +b)
k
2 (A2 +b)

l
2

dφdA2dA1

=
∫

∞

0

∫
∞

A1

A−α1
1 A−α2

2

(A1 +b)
k−g

2 (A2 +b)
l−r+g

2

dA1dA2

≤
∫

∞

0

∫
∞

A1

A−α1
1 A−α2

2

(A1 +b)
k−g

2 (A1 +b)
l−r+g

2

dA2dA1

=
∫

∞

0

A1−α1−α2
1

(A1 +b)
k−g

2 (A1 +b)
l−r+g

2

dA1

=
∫

∞

0

A1−α1−α2
1

(A1 +b)
m−r

2
dA1 < ∞, (6.7)

by the conditions of the theorem. Since the integrability conditions do not depend k

or on the indices {i1, . . . , ik} and { j1, . . . , jl} and on the values k and l, the conditions

2−α1−α2 > 0 and m > r+2(2−α1−α2) will be sufficient to ensure the propriety

of the posterior. �
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VARIATIONAL APPROXIMATIONS FOR SELECTING
HIERARCHICAL MODELS OF CIRCULAR DATA IN A

SMALL AREA ESTIMATION APPLICATION

Daniel Hernandez-Stumpfhauser1, F. Jay Breidt2, Jean D. Opsomer3

ABSTRACT

We consider hierarchical regression models for circular data using the projected
normal distribution, applied in the development of weights for the Access Point
Angler Intercept Survey, a recreational angling survey conducted by the US Na-
tional Marine Fisheries Service. Weighted estimates of recreational fish catch are
used in stock assessments and fisheries regulation. The construction of the survey
weights requires the distribution of daily departure times of anglers from fishing
sites, within spatio-temporal domains subdivided by the mode of fishing. Because
many of these domains have small sample sizes, small area estimation methods are
developed. Bayesian inference for the circular distributions on the 24-hour clock
is conducted, based on a large set of observed daily departure times from another
National Marine Fisheries Service study, the Coastal Household Telephone Survey.
A novel variational/Laplace approximation to the posterior distribution allows fast
comparison of a large number of models in this context, by dramatically speed-
ing up computations relative to the fast Markov Chain Monte Carlo method while
giving virtually identical results.

Key words: deviance information criterion, Laplace approximation, model selec-
tion, projected normal distribution.

1. Introduction

In the United States, the Marine Recreational Fisheries Statistics Survey (MRFSS)
has been the traditional source of information on recreational fishing in saltwater.
The key question for stock assessment and fisheries regulation is the amount of
recreational fishing catch, determined from the simple relationship

(recreational catch) = (catch per angler-trip)× (number of angler-trips).

1University of North Carolina–Chapel Hill. E-mail: danielhs@live.unc.edu
2Colorado State University. E-mail: jbreidt@stat.colostate.edu
3Colorado State University. E-mail: jopsomer@stat.colostate.edu
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Due to a number of coverage and measurement issues, the two factors in the above
expression are measured using different surveys: (catch per angler-trip) is mea-
sured by an on-site survey called the Access Point Angler Intercept Survey (APAIS),
while the number of angler-trips is measured by an off-site survey called the Coastal
Household Telephone Survey (CHTS). Data from these two surveys are combined
to estimate the recreational catch in 17 US states along the coast of the Atlantic
Ocean and the Gulf of Mexico, during six two-month waves (January–February,
March–April,. . . , November–December), in four different fishing modes (from the
shoreline, from a private boat, from a small guided vessel called a charter boat, or
from a large guided vessel called a party boat). Because the state of Florida is di-
vided into its Atlantic coast and its Gulf of Mexico coast, we will refer to 18 “states”
instead of 17.

As part of the weighting procedure for the APAIS, estimates are needed for the
fraction of anglers who leave the fishing site during a prespecified time interval on a
selected day. In principle, these estimates could be readily obtained from extensive
historical data from the CHTS, consisting of reports on 980,000 trips between 1990
and 2008. These data include the angler’s departure time (on a 24-hour clock) from
the fishing site, the mode of fishing, the fishing date (from which we determine
the two-month wave), and the fishing site (from which we determine the state).
Figure 1 shows these data in histogram form for the state of Alabama. There are
24 histograms, corresponding to six waves by four fishing modes. The bars in the
histograms, when normalized by sample sizes, can be regarded as direct estimates
F̂direct

hi jk of the hourly fractions of daily departures by state, wave, and mode:

Fhi jk = fraction of a day’s anglers leaving a site during hour h

in state i, wave j, mode k.

The fraction for any prespecified block of hours is then modeled as ∑h Fhi jk, where
the sum is over all hours h in that block. Other time intervals are rounded to the
nearest whole hours, for simplicity.

The direct estimates F̂direct
hi jk from the off-site CHTS data are unbiased, but have

a small (or even zero) sample size in many of the (h, i, j,k) cells, of which there are

(24 hours)× (18 states)× (6 waves)× (4 modes) = (10368 cells).

We therefore consider the small area estimation approach, combining the direct esti-
mates with modeled estimates using the Fay and Herriot (1979) estimation method-
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Figure 1: Histograms of trip departure times from the Coastal Household Tele-
phone Survey for the state of Alabama (st 1) in six waves (top row = wave 1 =
January–February, . . . , bottom row = wave 6 = November–December) and four
modes (column 1 = shoreline, 2 = private boat, 3 = charter boat, 4 = party boat).
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ology. Briefly, we consider an area-level linear mixed model

F̂direct
hi jk = Fhi jk + ehi jk = Fmodel

hi jk +uhi jk + ehi jk

for h = 1, . . . ,23 hours, where the sampling errors are assumed to be

ei jk = (e1i jk,e2i jk, . . . ,e23,i jk)
T ∼ independent N (0,Ψi jk),

with Ψi jk known, and where the model errors are assumed to be

ui jk = (u1i jk,u2i jk, . . . ,u23,i jk)
T ∼ independent N (0,σ2

∆i jk),

with ∆i jk of known form. Sampling errors and model errors are assumed to be
independent. To implement the estimation strategy, we replace Ψi jk by design-based
variance estimates and we choose ∆i jk to be the variance of a scaled multinomial
random vector, specified as follows. Consider a vector of 24 independent normal
random variables with covariance matrix

σ
2diag

{
Gmodel

1i jk , . . . ,Gmodel
23i jk ,Gmodel

24i jk

}
= σ

2diag
{

Fmodel
1i jk

(
1−Fmodel

1i jk

)
, . . . ,Fmodel

24i jk

(
1−Fmodel

24i jk

)}
.

Then σ2∆i jk is the covariance matrix of the first 23 elements of the vector, condi-
tioned on the sum of the 24 elements being equal to one; namely,

σ
2
∆i jk = σ

2diag
{

Gmodel
1i jk , . . . ,Gmodel

23i jk

}

− σ2

∑
24
τ=1 Gmodel

τi jk


Gmodel

1i jk
...

Gmodel
23i jk

[Gmodel
1i jk , · · · ,Gmodel

23i jk

]
. (1)

We use a projected normal model for Fmodel
hi jk to account for the circular nature of

the time-of-day departure data, replacing Fmodel
hi jk by posterior means E

[
Fmodel

hi jk | D
]

and also Gmodel
hi jk by

(
E
[
Fmodel

hi jk | D
])(

1−E
[
Fmodel

hi jk | D
])

for implementation.
The mean vector in the projected normal includes state, wave, and mode effects
to account for the spatial and temporal distribution of fishing behavior. Since we
consider various interactions among the effects as well as placement within the hi-
erarchy (essentially, specifying whether a given effect is treated as fixed or random),
we are interested in conducting model selection.

The main contribution of the present paper is to show that in this small area
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estimation context, with a model somewhat more complex than a hierarchical linear
model (due to the embedding in a projected normal model), fast and accurate model
selection can be accomplished with a Laplace/variational approximation. Specif-
ically, we show that a simple and fast deterministic approximation can replace a
sophisticated Markov Chain Monte Carlo (MCMC) sampler, giving results that are
essentially identical at a far lower computational cost. In this paper, we emphasize
model selection as both the motivation for the deterministic approximation and the
evaluation of its accuracy. However, the Laplace/variational approximation can also
be used effectively in model estimation and inference even when no model selection
is needed.

In §2.1, we briefly review the projected normal distribution. The MCMC pro-
cedure that serves as the benchmark for comparison is presented in §2.2. The vari-
ational approximation is given in §3.1 with its Laplace refinement in §3.2. Model
selection criteria based on MCMC and on the Laplace/variational approximation are
compared in §4; discussion follows in §5.

2. Inference for the projected normal distribution

2.1. The projected normal distribution

Suppose X = (X1,X2)
T ∼ N (µ, I2), the bivariate normal distribution with mean

vector µ and identity covariance matrix I2. Writing X in polar coordinates, we have

X1 = ‖X‖cosD = RcosD, X2 = ‖X‖sinD = RsinD.

Discarding the random length R ∈ (0,∞), the random angle D ∈ [0,2π) has a pro-
jected normal distribution, PN (µ, I2). As illustrated in Figure 2, the parame-
ter vector µ plays the role of both “location” and “spread” for the projected nor-
mal: the further µ lies from the origin, the more concentrated the PN distri-
bution around the direction determined by µ . As µ → 0, the PN distribution
converges to the uniform distribution on the unit circle. In our application, the
departure time di jkt for trip t in state i, wave j, mode k is on the 24-hour clock.
Converting clock time to [0,2π), we model Di jkt = 2πdi jkt/24 as independent and
identically distributed projected normals within state×wave×mode cells. For ob-
servations following a projected normal distribution, the fraction Fhi jk for a given
hour h is the integral of the projected normal probability density function over the
interval (2π(h−1)/24,2πh/24].

Presnell, Morrison and Littell (1998) used the projected normal distribution as
the basis for the Spherically Projected Multivariate Linear Model (SPMLM) for
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Figure 2: Realizations (n = 20) from three projected normal distributions. The
large circle is centered at mean vector µ of bivariate normal N (µ, I2) and contains
95% of its probability. Arrows are the realized bivariate normal random vectors
(RcosD,RsinD). Projected normal random variables are the angles D, or the in-
tersections of the normal random vectors with the unit circle (small circle), scaled
to [0,2π). Left: Projected normal distribution with mode equal to π/4 and with
low variance. Middle: Projected normal distribution with mode equal to π/4 and
with high variance. Right: Projected normal distribution that is uniform on the unit
circle.

directional data, specifying µ as a linear model. Parameters of the model were esti-
mated with the maximum likelihood and the EM algorithm in Presnell et al. (1998).
In the current paper, we specify hierarchical linear models for µ i jk in terms of cat-
egorical covariates for the state, wave and mode. We conduct Bayesian inference
for the model, comparing approximate posterior inference based on Markov Chain
Monte Carlo to approximate inference based on deterministic approximations.

2.2. Markov Chain Monte Carlo for the projected normal distribution

The key step in conducting Bayesian inference under the SPMLM is to augment
the observed angles {Di jkt} with the latent lengths {Ri jkt}, so that the structure of
the complete data is simply that of a normal linear model. See Nuñez-Antonio and
Gutiérrez-Peña (2005), Nuñez-Antonio, Gutiérrez-Peña, and Escalera (2011), and
Hernandez-Stumpfhauser (2012) for details.

The likelihood for the complete-data model is the product of the joint densities
of
(
Ri jkt ,Di jkt

)
which can be obtained by a change of variables X i jkt = Ri jktAi jkt ,

where X i jkt is distributed as N
(
µ i jk, I2

)
and Ai jkt =

(
cos
(
Di jkt

)
,sin

(
Di jkt

))T :

p
(
Ri jkt ,Di jkt | µ i jk

)
=

1
2π

ri jkt exp
{
−1

2
(
Ri jktAi jkt −µ i jk

)T (Ri jktAi jkt −µ i jk
)}

.
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We specify conjugate normal priors for µ i jk. For example, for a model specified
as µ i jk = µ +mk + si +w j, we set vague normal priors for the overall mean µ and
mode effects mk, and mean-zero normal priors with inverse gamma variances for
the random state effects si and wave effects w j.

In this work, we draw the latent lengths using a slice sampler (Neal 2003). Given
the latent lengths and the conjugate priors, the full conditionals of the model param-
eters all have closed forms, and so the Gibbs sampler is fast and easy to conduct.
Nonetheless, the large number of models to be evaluated led us to consider fast,
deterministic approximations to the posterior distribution. This is the subject of the
next section.

3. Deterministic approximations to the posterior

3.1. Variational approximation

In this context, a carefully-developed MCMC works well and serves as a bench-
mark for comparison. But it is extremely slow, given the very large size of the
off-site CHTS data set. Because we wanted to compare a number of different model
specifications, we investigated replacing the MCMC approximation of the full pos-
terior distribution by a deterministic “variational approximation” that is easier to
compute.

The variational idea is to find the best approximation of the posterior within
a class of densities Q, which is chosen so that the densities in the class are more
analytically tractable than the posterior density itself. A natural choice for the “best”
approximating density in Q, and the one most commonly used, is the density that
minimizes the Kullback-Leibler (KL) distance between it and the posterior density.
Let D denote the observed data and ω denote the unknown parameters, so that
p(D,ω) is their joint density and p(ω | D) is the unknown posterior density. Let
q(ω) denote a density in Q. Finding q that minimizes the KL distance to p(ω | D)

is equivalent to maximizing the variational lower bound, denoted by

p(D;q) = exp
[∫

q(ω) log
{

p(D,ω)

q(ω)

}
dω

]
. (2)

Let
q∗ = max

q∈Q
p(D;q).

If Q = {all densities q}, then q∗(ω) = p(ω | D) , the true posterior of ω given D.
If Q is a sufficiently rich class of densities, then q∗ should be a good approximation
to the true posterior. In practice, the approximation method is necessarily of limited
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accuracy, so q∗ will not converge to the true posterior if the true posterior /∈Q.

If Q =
{

q : q(ω) = ∏
M
m=1 qωm(ωm)

}
, then q∗(ω) = ∏

M
m=1 q∗ωm(ωm), which is

called a “mean field variational approximation” (Bishop 2006; Ormerod and Wand
2010). This approximation can be computed efficiently, even for very large samples.
See Ormerod and Wand (2010) for an excellent review. The solution satisfies

q∗ω1(ω1) ∝ exp{E−ω1 log p(ω1 | ω2, . . . ,ωM,D)}
q∗ω2(ω2) ∝ exp{E−ω2 log p(ω2 | ω1,ω3, . . . ,ωM,D)}

...

q∗ωM(ωM) ∝ exp{E−ωM log p(ωM | ω1, . . . ,ωM−1,D)} ,

where E−ωm [·] denotes expectation with respect to all of the variational component
distributions except q∗ωm .

In our setting, q∗ωm(·) and E−ωm [·] have simple parametric forms; iteratively up-
dating the parameters leads to the solution. Convergence is assessed by monitoring
the change in the lower bound p(D;q) from (2).

For simplicity, we begin by considering {Dt} independent and identically dis-
tributed PN (µ, I2), with prior p(µ) =N2

(
µ0,σ

2
0 I2
)
. Denoting the observed data

as AT
t = (cosDt ,sinDt), the mean field variational approximation satisfies

q∗µ (µ) = N

(
µ0/σ2

0 +∑
n
t=1 E−rt (rt)At

n+
(
1/σ2

0

) ,
1

n+
(
1/σ2

0

) I2

)
(3)

q∗rt (rt) ∝ rt exp
(
−1

2
r2

t + rtAT
t E−µ (µ)

)
, (4)

where the expectations in these expressions are computed iteratively:

E−µ(µ) ←
µ0/σ2

0 +∑
n
t=1 E−rt (rt)At

n+
(
1/σ2

0

)
bt ← AT

t E−µ(µ)

E−rt (rt) ← bt +

√
2π exp(b2

t /2) Φ(bt)

1+
√

2π bt exp(b2
t /2) Φ(bt)

.

The mean field variational approximation yields a highly tractable approximate
posterior, and the iterative solution is simple to compute and fast to converge. In
fact, it is proved in Hernandez-Stumpfhauser (2012) that the parameter iterations
for µ converge to the posterior mode of the parameters of the projected normal
distribution, denoted here by µ†. Extension of the mean field variational approx-
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imation to the case of a linear model for µ is straightforward, and involves up-
dates of means and variances of each one of the fixed and random effects as well
as updates of the means of inverse variances of the random effects. See Hernandez-
Stumpfhauser (2012) for details.

3.2. Refinement via Laplace approximation

While the mean field variational approximation of the previous section is simple
and fast, it is not very accurate. Indeed, the approximate posterior variance for µ

in (3) depends on the sample size but not on the data, and so cannot be accurate
except in simple cases. Our approach to improving the accuracy of the variational
approximation is to replace q∗µ(µ) by a Laplace approximation N (µ†,V †), where
µ† is the posterior mode and the covariance matrix V † is the inverse of minus the
Hessian of the log posterior distribution evaluated at the mode,

V † =

−
 ∂ 2

∂ µ2
1

log p(µ | D) ∂ 2

∂ µ1µ2
log p(µ | D)

∂ 2

∂ µ1µ2
log p(µ | D) ∂ 2

∂ µ2
2

log p(µ | D)

∣∣∣∣∣∣
µ=µ †


−1

.

The log posterior distribution is

log p(µ | D) = logN
(
µ0,σ

2
0 I2
)
+

n

∑
t=1

logPN (Dt ; µ, I2)+C,

where C is a term that does not depend on µ , and the calculations to compute the
Hessian are given in Hernandez-Stumpfhauser (2012). This Laplace refinement to
the variational approximation greatly improves the quality of the original approx-
imation, as is shown in Hernandez-Stumpfhauser (2012) by comparing the varia-
tional approximation and the variational/Laplace approximation to the output of the
Gibbs sampler. Similar results hold in the regression case: the Laplace refinement
substantially improves the quality of the variational approximation.

4. Comparing model selection via Gibbs, variational, and
variational/Laplace

For a general Bayesian estimation problem, the deviance is defined as ∆(D,ω) =

−2ln p(D | ω) where D are the data, ω are the unknown parameters and p(D | ω)

is the likelihood function (Gelman et al. 2004, p. 179–184). The expected deviance
E [∆(D,ω) | D] is a measure of how well the model fits and it can be estimated
by the posterior mean deviance ∆(D) = B−1

∑
B
b=1 ∆(D,ω(b)), where {ω(b)}B

b=1 are
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random draws from the posterior distribution. The difference between the posterior
mean deviance and the deviance at the posterior mean, estimated as

p∆ = ∆(D)−∆(D, ω̄)

where ω̄ = B−1
∑

B
b=1 ω(b), is often interpreted as a measure of the effective number

of parameters of a Bayesian model. More generally, p∆ can be thought of as the
number of “unconstrained” parameters in the model, where a parameter counts as 1
if it is estimated without constraints or prior information, 0 if it is fully constrained
or if all the information about the parameter comes from the prior distribution, or
an intermediate value if both the data and prior distributions are contributing.

We used the Deviance Information Criterion,

DIC = 2∆(D)−∆(D, ω̄) = ∆(D)+ p∆,

to compare different model specifications for the departure time data. The DIC can
be interpreted as a measure of goodness-of-fit (the estimated expected deviance)
plus a penalty for model complexity in the form of the total number of effective
parameters. Lower values of DIC correspond to more preferable tradeoffs between
fit and model complexity.

We evaluated a large number of different model specifications for the mean of
the projected normal distribution, including fixed and random effects for the states,
waves and modes as well as for interactions between these factors. As an example
of the type of models compared, the following is the full hierarchical specification
for a model with mode as fixed effect and state and wave as random effects:

Di jkt ∼ PN (µ i jk, I2)

µ i jk = µ +mk + si +w j

µ ∼ N (0,106I2)

mk ∼ N (0,106I2)

si ∼ N (0,σ2
s I2)

w j ∼ N (0,σ2
wI2)

σ
2
s ∼ I G (0.001,0.001)

σ
2
w ∼ I G (0.001,0.001).

In this specification, µ,mk have vague priors while those of si,w j are determined by
their variance parameters, which follow pre-specified inverse gamma hyper-priors.
This hierarchical set-up is similar to the usual Bayesian normal regression model.
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We computed DIC and p∆ values using Gibbs sampling, variational and varia-
tional/Laplace. Table 1 shows the Gibbs DIC values for different models applied to
the departure time data. In Table 1, the models containing all three factors (mode,
state, wave) consistently achieve lower DIC values than the models that excluded
any of those factors. While not shown here, models with mode as random effect
performed worse than models with mode as fixed effect. In contrast, very similar
DIC values were obtained with the state and wave treated as either fixed or random.
When we investigated models with interactions between the three factors, those
with state-wave interactions scored better than any other arrangement of two-way
interactions. Among the various models considered, DIC leads to selection of

µ i jk = µ +mk + swi j,

with mk a fixed mode effect and swi j a random interaction effect between the state
and wave, with 99 total levels. Note that there are 6×18 = 108 possible state-wave
combinations, so that there are nine state-wave combinations without observations
where a mode-only model was applied. This was the final model used for purposes
of small area estimation.

The effective number of parameters p∆ for each model, computed via Gibbs
sampling, are shown in Table 2. In interpreting these values, it should be noted that
one level of a factor is represented by two parameters. Hence, in a model with only
a mode effect there are eight parameters: two for the overall mean and six more for
the three remaining free mode levels. The model with only a mode effect has p∆

values (in the first row of Table 1) very close to eight. The final selected model has
p∆ = 191.5.

We now turn to a comparison of the computation of DIC and p∆ using Gibbs,
variational and variational/Laplace. All three methods yield essentially identical
posterior means ω̄ , so ∆(D, ω̄) is also essentially identical across methods. The dif-
ferences in DIC across methods, displayed in Table 1, and differences in p∆ across
methods, displayed in Table 2, therefore come from differences in the posterior
mean deviance ∆(D) across methods. As can be seen from the two tables, the vari-
ational approximation without Laplace refinement significantly underestimates the
posterior mean deviance, resulting in large negative differences in both DIC and p∆

values. By contrast, Gibbs and variational/Laplace yield nearly identical estimates
of the posterior mean deviance, hence virtually identical DIC and p∆ values. For
the tabled results, iterating the variational/Laplace approximation to convergence is
about 15 times faster than 5000 iterates of Gibbs sampling. For purposes of model
selection, therefore, the variational/Laplace approximation performs extremely well
in this example.
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Table 1: DIC values from Gibbs sampler for ten different projected normal model
specifications, along with comparisons to DIC computed via other methods: Varia-
tional DIC minus Gibbs DIC and Variational/Laplace DIC minus Gibbs DIC.

Fixed Random Gibbs Variational Variational/Laplace
Effects Effects DIC − Gibbs DIC − Gibbs DIC

mode 2642714.6 −2.7 −0.5
mode; wave 2631925.2 −4.3 0.1

mode wave 2631925.9 −5.1 0.0
mode; state 2626382.7 −18.1 0.7

mode state 2626383.6 −20.0 0.1
mode; wave; state 2616177.1 −23.4 0.2

mode; state wave 2616177.2 −23.5 −1.7
mode; wave state 2616175.4 −21.5 1.3

mode state; wave 2616176.3 −22.9 −0.4
mode state×wave 2613338.4 −105.9 −0.4

Table 2: Effective number of parameters p∆ values from Gibbs sampler for ten
different projected normal model specifications, along with comparisons to effective
number of parameters computed via other methods: Variational p∆ minus Gibbs p∆

and Variational/Laplace p∆ minus Gibbs p∆.

Fixed Random Gibbs Variational Variational/Laplace
Effects Effects p∆ − Gibbs p∆ − Gibbs p∆

mode 8.3 −1.3 −0.2
mode; wave 17.7 −2.1 0.1

mode wave 18.0 −2.5 0.0
mode; state 41.4 −9.0 0.4

mode state 41.8 −9.9 0.1
mode; wave; state 52.5 −11.7 0.1

mode; state wave 52.5 −11.7 −0.8
mode; wave state 51.5 −10.7 0.7

mode state;wave 52.0 −11.4 −0.2
mode state×wave 191.5 −53.4 −0.9
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5. Discussion

In this paper, we have briefly described an important small area estimation problem
in which a hierarchical linear model is embedded in a nonlinear, projected normal
model. A massive data set is considered, for which MCMC is feasible but slow. A
large number of models are compared. Though a mean field variational approxi-
mation is not very accurate in this problem, it can be refined substantially by us-
ing a Laplace approximation, and the resulting variational/Laplace approximation
is both accurate and extremely fast to compute. In particular, model selection re-
sults are virtually indistinguishable between the MCMC and the variational/Laplace
approaches. While these results are limited to the particular problem under consid-
eration, they do suggest that there is considerable promise for variational/Laplace
approximations in model selection and inference in small area estimation problems.
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